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Find an algorithm to this Question!
Input Output: Mountain / Sky / Water

NO, YES, YES;        YES, YES, NO;

YES, YES, YES;        NO, NO, YES.



Machines could tackle problems with 
deterministic solution

That means, given a particular input, the algorithm will always produce the same output.



But what about those problems?

- What shall we eat tonight?

- It’s up to you.

> It may depend on the context…?

1. Problems with deterministic solution but not empirically solvable

2. Problems even without a deterministic solution …

- Classification problems

- Generation problems



We learn to know the world, so do machines!

Role of AI Scientists: teach AI how to learn.But, how can we teach machines to learn?

1. Hand-crafted features

Weaknesses:
- They need domain specific knowledge of human
- They can never surpass their human teachers



But, how can we teach machines to learn?
2. Numerical Solution

Ø We fit拟合 on data !

What is a fit problem?



We teach machines to learn numerically!

(1) Define a mathematical model.
e.g. y=ax+b

(2) Determine an approach to evaluate which model is better
Namely we define a loss function for each model

(3) Propose an optimization method to find the “best” model
Go from the current model parameters to better ones: LEARNING!!!

What is learning?



We teach models to learn numerically!



1. We define model: ability to express



2. We define loss function: which model is better

• Loss function: the “difference” of current model to the ideal one

• L1 Loss:  | current_result – ideal_result |
• L2 Loss:  ( current_result – ideal_result )^2
• Cross Entropy Loss
• To measure the difference between two possibility distributions



3. We propose optimization methods
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Task: MNIST Classification

Input: 28x28 Image
Output: 1 of 10 class



MLP: Architecture



MLP: A Single “Neural”

𝑦 = 𝑜 𝑤 % 𝑥 + 𝑏

Here:
𝑜 𝑥 = 𝜎 𝑥 = !

!"#!"



MLP: Calculate Loss

1
0
0
0



MLP: How to optimize



MLP: Back Propagation (Recap)



MLP: Back Propagation (Recap)



MLP: Chain Rule in Computational Graph



MLP: Chain Rule in Computational Graph

• We perform topological sorting on the computational graph 

obtained by the forward propagation process

1. Find a node with zero out-degree

2. Back propagate its gradient to its parent nodes in an accumulative 

manner

3. Remove the node from computational graph



MLP: Chain Rule in Computational Graph

1
0
0
0

Luckily, we don’t need to calculate gradients ourselves.
Deep learning frameworks like PyTorch have implemented this for us, you can look up to Autograd J
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Convolutional Neural Network

• Intuitions

• Translational or flip equivariance 

characteristics are held by objects.

• Sometimes we don’t care where it appears in 

the image.

• We only care about the fact that whether an 

object appears or not. 

• It is too costly to use a MLP for this …



Convolutional Neural Network

•1. Conv Layer
• To detect the existence of Karyl [1]

•2. Max Pooling Layer
• To aggregate the information whether Karyl [1] exists 

or not in the local reception

[1] Cygames et.al. Princess Connect! Re: Dive. Google Play 2018.



Convolutional Neural Network: Conv Layer



Convolutional Neural Network: Conv Layer



Convolutional Neural Network: Conv Layer



Convolutional Neural Network: Conv Layer



CNN: Extracting Edges
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Convolutional Neural Network: Hyperparameters

• Kernel Size (3 x 3 in the illustration)

• Padding

• Stride

• #in_channels

• #out_channels



Convolutional Neural Network: Max Pooling Layer

•Pooling Window Size (3 x 3 in the illustration)

•Padding

•Stride



Convolutional Neural Network: Example LeNet



Convolutional Neural Network: Example VGG-16
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Loss Function: Regression

• To predict a certain value from inputs.

• L1 Loss

• L2 Loss



Loss Function: Classification

• Cross Entropy Loss

• (Binary) Cross Entropy Loss

• Make the assumption that both p and q are defined on finite sets

• Fix p as it’s ground truth, use Lagrange multiplier to find which vector q 

minimize the function.
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Mini-batch Stochastic Gradient Descent

• Advantage of (3)

• Compared to (1)
• computationally more efficient

• Compared to (2)
• Denoising with multiple items in batch
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PyTorch: Dive into Deep Learning

• Strong recommendation: 
• https://tangshusen.me/Dive-into-DL-PyTorch/#/

• We’ll learn about…

• Dataset & DataLoader

• Model declaration

• Loss functions

• Optimizer

https://tangshusen.me/Dive-into-DL-PyTorch/


Further study or further research
• Material Recommendations:
• Machine Learning online courses led by Hung-yi Lee

• 2017: https://www.bilibili.com/video/BV13x411v7US/
• 2022: https://www.bilibili.com/video/BV1Wv411h7kN/

• CS231n: Deep Learning for Computer Vision
• CS224n: Natural Language Processing with Deep Learning
• D2DL: https://tangshusen.me/Dive-into-DL-PyTorch/

• Also, laboratories are the best place for your research J
• Meet the state-of-the-art technologies!

https://www.bilibili.com/video/BV1Wv411h7kN/
https://tangshusen.me/Dive-into-DL-PyTorch/


Q & A

Questions?


